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ABSTRACT
Examination of a recent open-system Ehrenfest dynamics simulation suggests that a vibration-mediate resonance may play a pivotal role
in the charge transfer across a donor–acceptor interface in an organic solar cell. Based on this, a concise dissipative two-level electronic
system coupled to a molecular vibrational mode is proposed and solved quantum mechanically. It is found that the charge transfer is
enhanced substantially when the vibrational energy quanta is equal to the electronic energy loss across the interface. This vibration-mediate
resonant charge transfer process is ultrafast, occurring within 100 fs, comparable to experimental findings. The open-system Ehrenfest
dynamics simulation of the two-level model is carried out, and similar results are obtained, which confirms further that the earlier open-
system Ehrenfest dynamics simulation indeed correctly predicted the occurrence of the resonant charge transfer across the donor–acceptor
interface.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0049176., s

Recently, the vibronic coupling was found to play an impor-
tant role in charge transfer across the donor–acceptor interface in
organic optoelectronics.1–11 Friend and co-workers reported the dis-
sociation of photo-generated electron–hole pairs across a donor–
acceptor interface within 100 fs.12 Two-dimensional electronic spec-
troscopy studies have demonstrated the coherence charge transfer
across the interface that is driven by an interplay between electronic
and vibrational degrees of freedom (in particular, C==C stretching
modes).1,13 Model calculations imply that a combination of sev-
eral low-frequency vibrational modes and a high-frequency stretch-
ing mode can induce vibronic tuned resonant charge transfer.14,15

We carried out a Ehrenfest molecular dynamics calculation com-
bined with the time-dependent density functional based tight bind-
ing for the open-system method (TDDFTB-OS) to simulate that
ultrafast charge transfer process across a poly-3-hexylthiophene
(P3HT)/[6,6]-phenyl-C60 butyric acid methyl ester (PCBM) inter-
face and found that the transfer is coupled coherently to a ≈0.2 eV
vibrational mode of P3HT via a strong electron-vibrational cou-
pling at the interface.16 Figure 1B of Ref. 16 shows the local density
of states (LDOS) along the axis perpendicular to the P3HT/PCBM
interface and that when a photon is absorbed, an electron is

promoted to the LUMO of P3HT from its HOMO, leaving a hole
at the HOMO and an electron at the LUMO. When the electron–
hole pair arrives at the interface, the electron transfers to the PCBM’s
LUMO+1 within 100 fs.16

We re-examine the results of our work16 and find surprisingly
that the energy difference between the P3HT’s LUMO and PCBM’s
LUMO+1 is 0.2 eV, which is near the vibrational energy quan-
tum ̵hων of a P3HT’s breathing mode (i.e., 201.8 meV), and the
breathing mode is precisely the mode that couples vibronically to
the electron transfer across the P3HT/PCBM interface in Ref. 16. A
close look at the electronic orbitals near the P3HT/PCBM interface
shows that P3HT’s LUMO, PCBM’s LUMO+1, and P3HT’s breath-
ing mode are involved in the electron transfer from P3HT to PCBM,
while other electronic orbitals and vibrational modes are energet-
ically distanced from the transfer process, as shown in Fig. 1B of
Ref. 16. This breathing mode is excited simultaneously as the elec-
tron transferred, while other modes, including the low-frequency
modes, stay unexcited. This new finding strongly suggests that the
direct resonance between one specific high-frequency mode and the
electron energy loss may play a key role in the charge separation
at the donor–acceptor interface in organic optoelectronic devices.
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Perturbative approaches such as Marcus theory and the more gen-
eral Fermi golden rule give out a fairly good description of resonant
electron transfer within the weak electronic hopping regime.17 The
natural questions are (1) whether the resonant charge separation
across the interface in the organic optoelectronic device is physical
and quantum mechanically correct in the strong electron-vibrational
coupling regime and (2) whether open-system Ehrenfest dynamics
is adequate to qualitatively capture such quantum mechanical pro-
cesses as the resonant charge transfer. To answer these questions,
we set up a concise model system that captures the physics of the
charge separation across the P3HT/PCBM interface and mimics the
electronic orbitals and vibrational mode involved in the process.

We design a two-level electronic system coupled to a vibra-
tional mode, as shown in Fig. 1. The solid line with a higher energy
represents the donor’s molecular orbital (MO), while the lower one
represents that of acceptor’s MO. The electronic hopping is set to be
a constant. The vibrational energy is tunable. Denote two MOs as α
(acceptor) and δ (donor), with corresponding creation/annihilation
operator as a†

j /aj, where j = α, δ. The electronic Hamiltonian is

He =∑
j
ϵja†

j aj + (βa†
αaδ + h.c.), (1)

where ϵδ = d is the energy of donor’s MO and ϵα = 0 is the energy
of acceptor’s MO, β is the hopping amplitude between donor δ and
acceptor α, and h.c. stands for the Hermitian conjugate. Considering
one vibrational mode in the donor molecule18 with energy quantum
̵hων, its Hamiltonian can be expressed in terms of corresponding
creation and annihilation operators as

Hn = ̵hων(a†
νaν + 1/2). (2)

The number operator of this mode is nν = a†
νaν. The linear-coupled

electron-vibrational interaction Hamiltonian is

Hint = gδa†
δaδx. (3)

FIG. 1. The diagram showing the energy levels of the coupled electron-vibration
states ∣ne,nν⟩ at a donor–acceptor interface. ne is the occupation number of
electrons in either donor’s (nδ) or acceptor’s (nα) molecular orbitals and nν is
the occupation number of the vibrational mode. The shadow on the levels repre-
sents energy broadening caused by system–bath coupling and electron-vibrational
coupling. Solid lines mean vibrational ground states, and dashed lines mean vibra-
tional excited states nν = 1. The arrow represents charge transfer from donor’s
∣1δ , 0ν⟩ to acceptor’s ∣0α, 1ν⟩.

Here, x = (2mων)
−1
(a†

ν + aν) is the normal coordinate with m being
the reduced mass of this mode. gδ is the donor’s electron–nuclei
coupling coefficient. The total Hamiltonian is

H = He + Hn + Hint. (4)

To account for the dissipation of electrons to the surrounding
environment, a Lindblad master equation is implemented,19,20

iσ̇ = [H, σ] + i∑
j
Qj,

Qj = γ†
j (a

†
j σaj −

1
2
{aja†

j , σ}) + γ−j (ajσa
†
j −

1
2
{a†

j aj, σ}),
(5)

where σ is the total density matrix in space He ⊗ Hn, j = α, δ, and
{A,B} = AB + BA. γ+

j = γjNj and γ−j = γj(1 −Nj), with γj being
the dissipation rate and Nj = {exp[(ϵj − μj)/kBT] + 1}−1 being the
thermal equilibrium electron numbers. μj is the chemical potential
of the bulk donor or acceptor. Parameters γj describe the effective
dissipations through all channels. Since the vibration persists beyond
multiple picoseconds, which is much slower than the charge transfer
across the donor–acceptor interface,16,21 we neglect the vibrational
dissipation up to the simulation period. The charge transferred from
the donor to the acceptor can be calculated as the sum of the acceptor
site occupation and the electron dissipated from the acceptor site,

qT(t) = ⟨1α∣trδ,ν[σ(t) − ∫
t

0 dτQα(τ)]∣1α⟩. (6)

To imitate the energetics of the P3HT/PCBM interface, as shown in
Fig. 1B of Ref. 16, we set the electronic energy gap ϵδ to 198 meV
and Fermi energy μα = μδ to −1 eV. The dissipation rates are set
to γα = 18 meV and γδ = 12 meV. Due to the large distance (≈3
Å) between donor and acceptor molecules, the electronic hopping
β calculated from the P3HT/PCBM structure16 is 30 meV, which is
near the weak electronic coupling regime. Several works reported
that the C==C stretching mode of the donor molecules is coupled to
the charge transfer,1,16,22–28 whose reduced mass m is around 6 a.u.
from atomistic force calculations. The electron-vibrational coupling
coefficient estimated from atomistic calculations based on our pre-
vious system is taken to be gδ = −0.41 eV/bohr, corresponding to
the electron-vibrational coupling strength (2mων)

−1
∣gα∣ of 32 meV

near resonance. This coupling strength is representative for high
energy intra-molecular vibrational modes.29–31 All simulations are
performed in room temperature, T = 298 K.

To study the charge transfer process, we start with a mixed
state, i.e., one electron occupying donor’s MO and the occupation
number of the vibrational mode ⟨nν⟩ following Bose–Einstein statis-
tics at temperature T = 298 K. The system evolves for 200 fs, as
described by Eq. (5). In our calculation, the occupation number of
the vibrational mode is limited from zero to two, i.e., nν = 0, 1, 2.
For nν = 3 or more, the energy is too high compared to the ther-
mal energy at room temperature, and thus, there is no need to
include them in the present calculation, as shown below. Dynamics
of charge transfer from the donor to the acceptor is simulated with
̵hων ranging from 0.14 eV to 0.26 eV. Figure 2 depicts the evolution
of donor occupation, transferred charge qT, and change in ⟨nν⟩ (i.e.,
⟨nν⟩−⟨nν⟩t=0) for ̵hων = 0.20 eV. The donor occupation (blue dashed
line) decreases from 1 to 0 within 200 fs, representing an ultrafast
charge transfer process. The decrease in the donor occupation equals
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FIG. 2. Evolution of ⟨a†δaδ⟩, qT, and ⟨nν⟩− ⟨nν⟩t=0 for quantum dynamics in vibrational space with zero, one, and two occupation numbers. ̵hων is set to 0.20 eV. The blue,

red, and green lines indicate ⟨a†δaδ⟩, qT, and ⟨nν⟩ − ⟨nν⟩t=0, respectively.

the sum of qT and the number of electrons carried out of the sim-
ulation region by the electron–hole pairs via the donor molecules.
It is clear that ⟨nν⟩ − ⟨nν⟩t=0 (green dashed line) overlaps with qT
(red dashed line), signifying the energy transfer from the electron
to nuclear vibration accompanied with one phonon excited and one
electron transferred simultaneously. The oscillatory behavior of the
curves is a signature of the vibronic coupling,2,4,23,32 and the oscil-
lation frequency is near the vibrational frequency ων. We define the
charge transfer time as the time when qT reaches 1 − 1/e (≈63%) of
its maximum. The charge transfer magnitude and transfer time with
different ̵hων are plotted in Figs. 3(a) and 3(b). The maximum charge
transfer magnitude (0.21 electrons) is observed at ̵hων = 0.20 eV,
which is the same as the electronic energy gap 0.20 eV. In the mean-
time, 0.79 electrons are carried away by the electron–hole pairs to the
left electrode on the donor side. Resonant charge separation across
the interface is thus verified. The resonant transfer time is 67 fs,
within 100 fs. The broadening of the transfer magnitude and time
with respect to the vibrational energy is caused by the electronic
bandwidth and electron–nuclei coupling. These ultrafast dynamics
are comparable to the experimental results where charge separation
completes within 100 fs.12

The C=C breathing mode has a vibrational energy ̵hων ≈

0.20 eV,16 which is much higher than the thermal energy at room
temperature. To examine whether the inclusion up to the second

vibrational excited state (i.e., including ∣0ν⟩, ∣1ν⟩, and ∣2ν⟩ in the cal-
culation) is sufficient, we repeat our calculations by including up to
the third excited vibrational state ∣3ν⟩. As shown in Fig. 3, the trans-
fer magnitude for the ground and first excited states (red line) devi-
ates from those with other two cases, while the result for the ground,
first, and second excited states overlaps with that of the ground, first,
second, and third excited states. This implies that inclusion of the
ground, first, and second excited states of the breathing mode is suf-
ficient at room temperature, which confirms the choice we made
above.

In the atomistic simulation of large molecular systems, full
quantum treatment of nuclear vibrations with large vibrational space
is computationally inaccessible. Ehrenfest dynamics is a widely used
method for charge transfer simulations.33,34 The original Ehren-
fest dynamics lacks the ability to describe multiple nuclear wave
packets moving on separate potential surfaces and suffers from
overcoherence and the violation of detailed balance.35–37 How-
ever, multi-configurational Ehrenfest approaches proposed in recent
years can correct these failures.33,34,38,39 Although Ehrenfest dynam-
ics is known for its deficiencies for isolated systems, its applicabil-
ity has not been well studied for open quantum systems. In our
TDDFTB-OS formalism,40 the wave function of the entire electronic
system that includes the system of interests and the environment is
modeled by a single Slater determinant or single configuration,41,42

FIG. 3. Charge transfer magnitude and
time at different vibrational energies for
quantum dynamics. (a) Maximum charge
transfer magnitude and (b) transfer time
vs vibrational energy. The red solid line
indicates the vibrational space with the
ground and first excited states, the blue
dashed line indicates the ground, first,
and second excited states, and the green
dashed line indicates the ground, first,
second, and third excited states.
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and thus, the wave function of the reduced systems, i.e., the sys-
tem of interests, cannot be represented by a single Slater determi-
nant and is of multi-configuration. Our previous results show that
the open-system Ehrenfest dynamics produces qualitatively compa-
rable results with the full quantum method where nuclear vibra-
tions are treated as phonons.43 In Ref. 16, open-system Ehren-
fest dynamics was employed to simulate the charge transfer across
the P3HT/PCBM interface. However, it is not clear whether open-
system Ehrenfest dynamics has the capability to account for such
a quantum process as the resonant charge transfer and whether the
resonance suggested from the further analysis of the results in Ref. 16
is physical. To answer these, we carry out an open-system Ehrenfest
dynamics simulation of the above two-level model [i.e., two elec-
tronic levels coupled to one vibrational mode, cf. Eqs. (1)–(5)] and
compare the results to the quantum mechanical results above. The
nuclear equation of motion now becomes44,45

−mẍ = tr(σ∂xH) + mω2
νx, (7)

where σ = σe and H = He + Hint in Eqs. (5)–(7). For Ehrenfest
dynamics, the partial trace shall be performed solely over δ in Eq. (6).

Same parameters as above are used to propagate Eqs. (5)
and (7). Ehrenfest dynamics is also calculated with ̵hων ranging
from 0.14 to 0.26 eV. The initial conditions are sampled accord-
ing to Boltzmann distribution at 298 K. Figure 4(a) depicts the
evolution of donor occupation, qT, and the change in the vibra-
tional occupation number at ̵hων = 0.20 eV with 1000 sam-
ples. The vibrational occupation number ⟨nν⟩ can be evaluated as
m(υ2 + ω2

νx2
)(2ων)

−1. The change in the vibrational occupation
number can also be expressed as − ∫ dtẋ tr(σ∂xH)ω−1

ν and is thus
directly related to the electron-vibrational coupling coefficient gδ .
The charge transfer magnitude and transfer time at different ̵hων
with 400 samples for each point are plotted in Figs. 4(b) and 4(c),

respectively. The shaded area stands for the standard deviation cal-
culated from the ensemble. At the resonant vibrational energy of
0.20 eV, about 0.12 electrons are transferred within 50 fs. Com-
pared to full quantum dynamics, open-system Ehrenfest dynamics
produces qualitatively correct resonant charge transfer with sim-
ilar transfer magnitude and time. We thus verified the validity
of Ehrenfest dynamics for open quantum systems via the simpli-
fied model. For comparison, we plot the resonant transfer magni-
tude and time of the electrons across the P3HT/PCBM interface
from the atomistic open-system Ehrenfest dynamics simulation, as
reported in Ref. 16 [see the black solid line in Fig. 4(a)], and it is
clear that the two Ehrenfest dynamics simulations (atomistic Ehren-
fest dynamics and two-level model) are in good agreement. Agree-
ment among the two Ehrenfest dynamics and the above quantum
mechanical simulations confirms that the vibration-mediated reso-
nance indeed plays a pivotal role in the charge separation across the
interface between P3HT and PCBM and suggests that it may be a
general charge transfer mechanism to efficiently separate the elec-
tron and hole and lead to the emergence of photocurrent in organic
optoelectronics.

We then modulate the environmental dissipation rates, the
electronic hopping, and the electron-vibrational coupling for quan-
tum dynamics. The resonant vibrational energy, maximum charge
transfer magnitude, and transfer time are inspected in Fig. 5. In
Fig. 5(a), it is demonstrated that the dissipation rates have mini-
mum effect on the resonant vibrational energy, whereas in Fig. 5(d),
large electronic hopping and small electron-vibrational coupling
result in higher resonant vibrational energy since the energy differ-
ence between the electron-vibrational states ∣0α1δ0ν⟩ and ∣1α0δ0ν⟩ is
larger in these conditions. In Fig. 5(b), stronger dissipation on the
donor site will attenuate the transfer magnitude while it is almost
independent of the dissipation on the acceptor site. Both stronger
electronic hopping and electron-vibrational coupling intensify the

FIG. 4. Simulation results for semi-
classical Ehrenfest dynamics. (a) Evolu-
tion of ⟨a†δaδ⟩, qT, and ⟨nν⟩ − ⟨nν⟩t=0

of the two-level model. The blue, red,
and green lines indicate ⟨a†δaδ⟩, qT, and

⟨nν⟩ − ⟨nν⟩t=0, respectively. ̵hων is set
to 0.20 eV. The transfer time is defined
as the time when qT reaches 63% of its
maximum. qT from our previous atom-
istic Ehrenfest molecular dynamics sim-
ulation is plotted as the black solid line,
where zero time is the central time of
the Gaussian pulse applied to atomistic
systems. Maximum charge transfer mag-
nitude (b) and transfer time (c) are plot-
ted as a function of vibrational energy.
The shaded area stands for the standard
deviation calculated from the ensemble.
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FIG. 5. The dependence of resonant
vibrational energy [(a) and (d)], maxi-
mum charge transfer magnitude [(b) and
(e)], and transfer time [(c) and (f)] on dis-
sipation rates [(a)–(c)], as well as elec-
tronic hopping and electron-vibrational
coupling [(d)–(f)]. β = 30 meV and
gδ = −0.41 eV/bohr for panels (a)–(c).
γα = 18 meV and γδ = 12 meV for
panels (d)–(f). The resonant vibrational
energy is defined as the energy with the
largest charge transfer magnitude. (b),
(c), (e), and (f) are simulated at the cor-
responding resonant vibrational energy.
All results are calculated by quantum
dynamics.

transfer magnitude as expected in Fig. 5(e). The resonant trans-
fer process is always ultrafast under a wide range of dissipa-
tion rates and hopping/coupling strength, as shown in Figs. 5(c)
and 5(f).

Finally, we alter the vibrational mode to the acceptor site.
The resonant charge transfer process still occurs with slightly lower
transfer magnitude for both quantum and Ehrenfest dynamics, as
depicted in Fig. (6), possibly because the electron resides on the
donor site at the beginning phase.

We have checked quantum mechanically that the vibration-
mediated resonant charge separation across the interface in the
organic optoelectronic device is physical and ultrafast (within 100
fs) by solving a simple two-level dissipative electronic system cou-
pled to a vibrational mode. With the mechanism, this ultrafast phe-
nomenon is expected to exist under a wide range of environmen-
tal parameters. This finding confirms the experimental results that

one particular high-frequency vibrational mode can be pivotal to
the ultrafast charge separation process without the tuning of elec-
tronic energy levels by low-frequency modes. We also showed that
open-system Ehrenfest dynamics is adequate to qualitatively cap-
ture such a resonant charge transfer process, enabling the practi-
cal simulation for large scale atomistic systems. In realistic organic
solar cells, usually one specific high-frequency mode is strongly
coupled to an electronic state, which is actively involved in the
charge transfer process. The electronic state is expected to be the
frontier orbitals. We can thus tailor the structure to modulate the
molecular vibrational frequency of the strongly coupled mode and
the electronic energy gap between frontier orbitals. By aligning the
energy gap with the vibrational frequencies, the overall quantum
efficiencies of organic optoelectronic devices can be optimized. This
would be helpful for the design of highly efficient organic solar
cells.

FIG. 6. Maximum charge transfer mag-
nitude and transfer time for quan-
tum dynamics (a) and semi-classical
Ehrenfest dynamics (b) with electron-
vibrational coupling on the acceptor site.
The red line indicates the charge transfer
magnitude (left axis), and the blue line
indicates the transfer time (right axis).
The shaded area stands for the standard
deviation calculated from the ensemble.
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