Interference and Molecular Transport—A Dynamical View: Time-Dependent Analysis of Disubstituted Benzenes
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ABSTRACT: The primary issue in molecular electronics is measuring and understanding how electrons travel through a single molecule strung between two electrodes. A key area involves electronic interference that occurs when electrons can follow more than one pathway through the molecular entity. When the phases developed along parallel pathways are inequivalent, interference effects can substantially reduce overall conductance. This fundamentally interesting issue can be understood using classical rules of physical organic chemistry, and the subject has been examined broadly. However, there has been little dynamical study of such interference effects. Here, we use the simplest electronic structure model to examine the coherent time-dependent transport through meta- and para-linked benzene circuits, and the effects of decoherence. We find that the phase-caused coherence/decoherence behavior is established very quickly (femtoseconds), that the localized dephasing at any site reduces the destructive interference of the meta-linked species (raising the conductance), and that thermal effects are essentially ineffectual for removing coherence effects.

SECTION: Kinetics and Dynamics

Interference behavior in molecular circuits has been examined extensively.1−34 While simple molecular chains such as alkane or alkene bridges can be understood directly as single pathways, when a ring component is included, multiple charge motion pathways become apparent, and differences in conduction can be observed, depending on how the covalent binding sites on the rings are selected (Figure 1). It has been shown clearly both computationally and experimentally that the conductance can vary substantially for differing binding geometries.17−29 Analysis of this issue ranges from using concepts of physical organic chemistry to sophisticated approaches based on phase generation.

We use the quantum Liouville equation to calculate a time-dependent density matrix in the electronic manifold.35−40 We will use the tight binding (TB) scheme, because it is simple to understand, focuses directly on the interesting π electrons, and gives a clear representation of the coherence, interference, and decoherence behaviors that characterize molecular transport in such structures.

Modeling molecular transport usually uses the Landauer-NEGF computational method.1−16 The work is nearly always done in the energy representation,8,41−52 so that the transmission is determined in frequency space and the current follows from the Landauer-NEGF scheme as

$$I = \frac{2e}{h} \int_{-\infty}^{+\infty} Tr\{G^\dagger(E, V)[\Gamma_L G^\dagger(E, V)[\Gamma_L^\dagger f(E - \mu) f(E - \mu)] dE$$

Here I, V, E, \(\mu\), L, and R are respectively the current, the voltage, the relevant energy, the Fermi energy, left, and right. \(\Gamma_L^\dagger/R\) represents the spectral density at the left/right linkages.

Figure 1. Time-dependent currents through the left electrodes of the meta, para, and alkene systems. The device region contains 14 carbon atoms for meta- or para-, and 12 carbon atoms for the single chain alkene. The bias voltage \(\Delta(t)\) is a linear drop across the device region, and is turned on instantaneously in all calculations (i.e., \(\Delta(t < 0) = 0\), and \(\Delta(t ≥ 0) = 0.01\) V). \(r\) is the time when current versus time curves of the three systems diverge, and is the time for an electron to travel from site 1 to site 5 at the Fermi velocity.
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and $G^{\alpha \alpha}$ is the retarded/advanced Green’s function for transport.

In contrast to the energy approach of eq 1, we utilize a time-dependent representation. This is based on solving the following equation of motion for the density matrix (or Liouville equation): \(^{35-40}\)

\[
i\hbar \frac{d}{dt} \sigma(t) = [h(t), \sigma(t)] + i \sum_{\alpha=1,2} Q_\alpha
\]

where $\sigma(t)$ and $h(t)$ are the reduced density matrix and Fock matrix of the device (D), respectively; $Q_\alpha$ is the dissipation term due to the $\alpha$ electrode. Details are given in the Supporting Information. The important interpretation advantage is that these equations give a direct representation of the density at any time. We examine such densities to glean a dynamical understanding of interference.

When vibrational interaction is introduced via polaron-type (Holstein) \(^{53,54}\) couplings, either at individual carbon atoms or along a given C–C bond, interference effects remain, up to extremely high temperatures. This robustness of coherence in molecules differs substantially from the situation in semiconductor or metallic structures, essentially because the large spacing between molecular energy levels cannot be easily made resonant with vibrational frequencies.

We model electrodes with the simplest spectral density (i.e., wide-band-limit approximation with the coupling strength to the device set to be 2 eV) to mimic the varying strengths of the molecule/electrode couplings. We characterize the electrons using a basis set of one $\pi$ orbital on each carbon (as in Hückel or Hubbard or PPP models). \(^{55,56}\) The hopping elements in the TB Hamiltonian are set to be 2 eV. Geometries are based on known structures, and we ignore vibrations, as their effects are expected to be small on interference as the intervals among the molecular energy levels are much larger than the thermal energy. This permits simple closure of the Liouville equation in real time. \(^{36}\) We start with no net charge on the molecule. The voltage (0.01 V) is then applied as a linear drop from the cathode to the anode, and is turned on instantaneously in all calculations (i.e., $V(t < 0) = 0$, and $V(t \geq 0) = 0.01$ V). The density matrix of the $\pi$ system is followed as a function of time. In the very short time regime (a few femtoseconds), current growth seems nearly the same for different pathway patterns. Interference manifests itself in a rapid turnover for destructive interference, and a leveling out for constructive interference.

When a Büttiker probe (BP) \(^{57}\) is used to introduce complete decoherence at a given site, the interference patterns disappear, and the dominant pathway provides all the conductance. We observe backflow patterns for destructive interference structures.

Figure 1 shows the behavior of a molecular strand with linear chains of carbons either alone or enclosing a benzene ring, in the para- or meta-configuration. In all three cases, we see an initial rise in the current and the steady state is found rapidly: for the para-benzene case, the two parallel pathways reinforce (constructive interference). Note that initially the currents increase linearly with time in all three cases, as seen in our earlier work. \(^{37}\) At time $\tau$, the currents for para- and meta-linkages deviate from the linear increasing, while the current for alkene continues to increase linearly with time. $\tau$ is exactly the same as the time it takes for an electron to travel through the longer meta pathway (sites 5–6–7–8–9). The shorter pathway (through site 10) gives positive current, which breaks in half at the exit site 9, and thus their currents start to deviate from that of the alkene chain.

More interesting behavior occurs in the meta-linked benzene. Transport in such entities has been addressed broadly, \(^{17-29}\) utilizing NEGF methodology in frequency space. Measured conductance largely agrees with the simple idea of constructive interference in the para-linkage, or destructive interference in the meta-linkage. Here we see the buildup of steady state current, and notice striking interference pathways in Figure 2, which shows true backflow through the longer meta pathway (sites 5–6–7–8–9). The shorter pathway (through site 10) gives positive current, which breaks in half at the exit site 9, and half the current exiting to the downstream electrode and the other half representing a back flow through the longer meta pathway. The striking surge in the current that occurs in the first two femtoseconds rapidly establishes the steady state with a very small residue current: the dynamics of interference requires a finite time to establish itself. The initial current (measured at the left end) comes from the holes in the left linkage, and these holes behave classically, traveling at the Fermi velocity and constant acceleration due to the uniform electric field applied. As a result, the current increases linearly.

Figure 2. Time-dependent local currents of the para-linkage and meta-linkage systems, and their schematic diagrams in steady state. (a) For para-linkage, all local currents follow the voltage potential. Local currents are exactly the same for the two paths. (b) For meta-linkage, at the beginning, the local currents through both paths follow the voltage potential until the total current $I_{L<5}$ reaches its maximum value $\sim 280$ nA. The current then becomes smaller until it reaches the steady state, where the current of the longer path (5–6–7–8–9) reverses direction.
with time until those holes that have been subjected to the destructive interference arrive at the probe at the left end. The overall currents are much smaller for the meta species of Figure 2 compared to the single pathway (hexatriene), and the equal phase (para) pathways of Figure 1. Phase analyses of the para-, meta-linkage problem have been presented, and indeed the phases differ by \( \pi \), thus providing a negative contribution to the overall response (that is essentially zero in this simulation, but when done in an all-electron calculation it turns off at the initial time and turned on at \( t = 30 \) fs. At \( t = 60 \) fs, it is turned off again. Temperature is defined by the Fermi–Dirac distribution for the electrodes.

Decoherence can occur in real systems by dynamical interaction with a bath, by vibronic behavior (electron/vibration coupling), by inhomogeneities in the environment either static or dynamic, by electronic interaction, and by other molecular substitutions.

To understand the nature of the coherent transport, it is convenient to introduce decoherence, and to observe how the current changes. A useful way to introduce decoherence was put forward by Büttiker, and consists (in the computation) of bringing up a BP structure that destroys the off-diagonal elements of the density matrix at a particular site or sites. It should be mentioned that unlike the direct electron/vibration coupling approach, which does not necessarily produce decoherence, the Büttiker probe can guarantee that the phase coherence between the electrons incoming and outgoing is completely destroyed. In this work, we set the magnitude of the line-width function of the BP, \( \Gamma_p = 2.0 \) eV, which is comparable to that of the left or right lead. Figure 3b shows the effects of one BP’s on the interferences in the meta-linkage. We see that decoherence can remove the patterns of phase that result in the destructive interference and the strong meta effect, and simply reflect the sum of two pathways that do not conduct so well as two equivalent pathways (para) or one pathway (hexatriene), but obviate the full \( \pi \)-type destructive interference, and conduct substantially better than the decoherence-free meta-linked system.

Figure 3 shows transport through the para-linkage, through the meta-linkage with no dephasing, and with BP dephasing at different sites. The current in the meta-structure increases with BP, and is equal to about 260 nA as shown in Figure 3b (compare with the 490 nA for the para-linkage, Figure 3a). Thus, the BP, by reducing destructive interference, produces a relatively high current. Figure 3c shows what happens when there is one BP, in different sites. Dephasing in this meta-linked system at any of the sites (with the exception of site 7) allows substantial transport through decoherence-based removal of the destructive interference. BP on site 7 has essentially no effect; which indicates that 7 is a decoherence-free site. We calculated the dissipative term for the BP at site 7 in the equation of motion, \( Q_{BP}(t) = \phi_{BP}(t) - \phi_{BP}(t) \), and found that it is zero, i.e., \( Q_{BP}(t) = 0 \). This confirms that the BP at site 7 is indeed decoherence-free. Physically, the current at the site 7 is zero, as the phase of the electronic wave function along the path 5—6—7 differs by \( \pi \) from that along 5—10—9—8—7, just like what occurs at the site 5 or 9. As no current goes through it, the BP on site 7 becomes decoherence-free.

We also examine the dynamics of the electron density with the BP on site 10 of the meta-linkage benzene. At the initial
time, the density rapidly builds up on site 6 and drops on site 8, and slightly later it builds up on site 5 and drops on site 9. Then by symmetry, the populations on sites 10 and 7 should not be affected by the field, and they are not. In comparison, we check the meta-linkage benzene system without the BP, and note that the density dynamics in two cases are similar, despite the fact the current and its dynamics are distinctly different in the presence or absence of the BP (cf. Figure 3b).

Figure 4a shows the dynamics when BP is added and removed, and the correlation between the current and electronic coherence. Here we define the electronic coherence as the sum of the off-diagonal elements of the density matrix, in the representation based on the eigenvectors of the steady state density matrix. For the meta, the current and the electronic coherence take about 6 fs to reach steady values. When the BP is removed (at 30 fs), the current drops (as it should for the meta), and the coherence reaches a value of 1.34. However, both the current and the coherence take about 12 fs to reach their steady state values. When the BP is reinstated, we see coherences oscillate before reaching a steady-state value of zero, and the current also becomes steady, at ~260 nA, with a time of 6 fs.

Finally, the temperature dependence is of interest, because of possible dephasing. Here we consider an electron temperature—we keep bond lengths and angles constant (a next study will examine the electron/vibration interactions); we examine the meta-linked structure with the BP at site 10. Figure 4b shows very little effect of the hot electrons, even up to T = 1000 K (a clearly unphysical value). Some weak oscillations occur at low temperatures—these are most visible above 60 fs, where the sudden turnover of the BP causes small oscillations, whose amplitude drops off with increasing T. Eventually, these oscillations dampen out.

In conclusion: the dynamical picture shows that interferences require time to develop: at the beginning, electrons seek for their pathways independently, and only interfere with one another once the electrons that have been subjected to the interference arrive at the electric probe. In simple models, destructive interference is strong, and reduces overall transport in the meta to nearly zero. In real systems at room temperature, these effects are seen and are robust (despite thermal motion and interelectronic interaction). For structures involving two rings, measured meta and para transport differed by factors of roughly 10^2-60. The dynamical picture presented here allows understanding how these patterns are developed, and might suggest schemes for which switching could be attained, and strong dynamic control accomplished. The correlation between the magnitude of current and the electronic coherence reveals the quantum interference nature of such electronic structures, and the mechanism of switching. Remaining issues include why these interference effects are so robust, observation at room temperature in solvents, and measurements ranging from molecular transport to intramolecular electron transfer, and should be explored further.
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